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Abstract

In location based social network systems, it is essential
to recommend place of interests(POIs) to users. With
the development of mobile devices and apps, POI rec-
ommendation becomes a prevalent topic. Current POI
recommendation models suffer from either the problem
of lacking contextual signals or high computational com-
plexity. In this paper we propose ContextMF, a novel
linear embedding method for sparse contextual features,
thus, allowing us to quickly convert these sparse fea-
tures to latent vector space while still preserving the
comparable embedding quality to neural network em-
bedding models. In particular, we use mathematical
add and dot-product operations instead of expensive
matrix concatenation and nonlinearities. We conduct
our experiment on the Foursquare check-in dataset, the
mined densely embedded features are input to a gra-
dient boosting decision tree (GBDT) based pairwise
scoring model, which is trained by another portion of
check-in data, to make POI recommendation. The ex-
periment results prove the effectiveness and robustness
of our method.

1 Introduction

With the rapid growth of online business websites
and social networks; recommender systems which aim
at recommending structured locations to persons, are
receiving much attention in machine learning research.

Contextual signals are data sources associated with
users and places involved in POI recommendation sys-
tems. Some examples are place category, user home
location, check-in time, etc. The explosive growth of
social networks (SNS) has generated a huge amount of
contextual signals, and they have potential to be used
in POI recommendation systems.

Recommendation systems also need to be fast
enough to give real-time response to users. For exam-
ple, Netflix [1] requires 200ms maximum response time
for every single query. The goal of better incorporating
contextual signals into large-scale model-based recom-
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mendation systems rises from the demand for fast and
robust recommendation model.

Most recommendation systems use matrix factor-
ization methods to calculate the latent vector of each
user and item given the existing user-item ratings and
use these embedded vectors to predict the future rat-
ings, [7]. However, this kind of approach fails to ac-
count for the contextual signals that are ubiquitous in
recommendation dataset. More recently, some context-
aware neural network models have been proposed to in-
corporate the contextual information into recommenda-
tion systems [5]. However, neural network based rec-
ommendation systems always receive sparse features as
a huge part of their input. Directly inputting sparse
features into the prediction model always leads to poor
performance because the sparsity prevents the model
from learning useful info from these features. Moreover,
neural network models suffer from high computational
complexity caused by multiple levels of abstraction and
nonlinearities.

In this paper, we propose a fast and context-
aware bag of features model for POI recommendation.
In particular, we first combine different contextual
sparse features for every user and every place using
mathematical add operation. We then use dot-product
to calculate the similarity between each user and place.
In the end, the embeddings for each sparse feature is
trained using traditional stochastic gradient descent. In
order to validate our embedding quality, a GBDT based
pairwise scoring model is trained using our generated
user and place embedding vectors as features. We
conduct our experiment on the Foursquare check-in
dataset. We find out that with the embedded latent
vectors, the POI recommendation system has significant
performance gain over the baseline model. Additionally,
we compare the run-time of our model and traditional
neural network model. The results show that our
approach has significant advantage over neural network
models regarding computational complexity.

The rest of this paper is organized as follows.
Chapter 2 introduces some related work in this domain.
Chapter 3 describes our proposed transfer learning
method in details. The experiment process and results
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are in Chapter 4. Chapter 5 draws our conclusion and
states future plan.

2 Related Work

There are two kinds of recommendation systems, collab-
orative filtering based and model-based [12]. Most col-
laborative filtering systems use user-item ratings as the
only input; However, this approach suffers from the cold
start problem and the scalability problem [12]. More im-
portantly, this kind of recommendation system always
fails to incorporate the contextual information associ-
ated with the entities involved in the dataset.

In contrast, content-based recommendation systems
can make use of meta-data that is always associated
with users and items. Neural networks are widely de-
ployed in content-based recommendation systems. For
example, Google has successfully built a neural network
model to recommend videos to users on Youtube [5].
Despite the proved advantages over traditional meth-
ods, neural network models always suffer from the prob-
lem of high computational complexity and may not be
served online without powerful hardware [13].

Some advances have been made in the field of POI
recommendation as well. For instance, [4] proposed a
model to predict user’s next check-in using various fea-
tures such as check-in count and check-in history. [17]
proposed a hybrid model to model both spatial and
temporal locations. In [6], authors studied point of
interests (POIs) recommendation based on user’s cur-
rent locations. They used metric embeddings to learn
the transition between user’s current and next location.
Other efforts to implement location recommendation in-
clude using recurrent neural networks (RNN) [9] and
hidden Markov models (HMM) [10]. Some personalized
approaches have also been proposed, such as personal-
ized metric embeddings in [6] and personalized gradi-
ent boosting decision trees (GBDT) based recommen-
dation [14].

In the context of sparse feature embeddings, the un-
supervised approaches [8] [3] use unsupervised learning
methods, such as neural network based autoencoders,
and restricted Boltzmann machines to reconstruct the
input using proper loss functions. Since the input and
output are just one single sparse feature, this method
always fails to learn the pairwise relationship between
two sparse features. The n-gram based models [11] are
mainly used in natural language processing.

3 Our ContextMF Model

This section describes our ContextMF model in detail.

3.1 Data Preprocessing The first step is to prepare
the check-in dataset. For every single check-in ci, we use

its associated user id and place id to generate a tuple:
{ui : pi}, Where ui stands for the user id, and pi stands
for the place id. For example, tuple 0:1 means user 0
checked in at place 1.

In the second step, for every user and place, we find
the associated contextual data. The features that we
use are shown below. We use Apache Hive [2] to do

User Features Candidate Location Features

User ID Place ID
Gender The hour of a day

The day of a week
Place category

data preprocessing. An example of our resulted data is
shown in Listing 1.

” u s e r i d ” : 04019569 ,
” p l a c e i d ” : 04019569 ,
” use r gender ” : ’ Male ’ ,
” p l a c e c a t e g o r y ” : ’ Restaurant ’ ,
” hour o f a day ” : 01 ,
” day of a week ” : 06

Listing 1: An example of our resulted data. This means
that male user with id 04019569, checked in at place
with id 04019569, at 1am, on a Sunday.

3.2 Linear Bag of Features Embedding Model
We now describe our linear bag of features embedding
model in detail. In our model, for every user-page pair,
the embeddings of every sparse feature are combined
using add operation, where ci is embedding of i-th sparse
feature for a page. After combining the bag of features,
the similarity between a pair of locations is computed as
the inner product of the combined latent feature vectors.
The square loss is used between the similarity values and
the ground truth labels as follows.

(3.1) L =
1

n

n∑
i=1

(Yi − Ŷi)

Where n is the total number of training samples, Yi

stands for the correct label of i-th sample. The structure
of our model is shown in Figure 1. Finally, our model
is trained using back-propagation and gradient descent.
Without the expensive multiple levels of nonlinearities
and matrix concatenations, we can achieve much faster
training and inference.

3.3 GBDT-based Scoring Model Now we intro-
duce our gradient boosting decision Tree (GBDT) based
scoring model. We build a binary classification model
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Figure 1: The architecture of our online embedding
model. We use simple mathematical add and dot
product to ensure the training can be finished in real-
time.

to predict if a user will go to a certain POI or not given
various kinds of features of user and candidate locations.
The features that we use are shown in the Table 1. We
manually calculated some of these features, such as the
check-in count of every place, and distance to the user.

Our original check-in dataset only contains posi-
tive samples that are check-ins. Our model is a scor-
ing model, so we need negative samples for training and
evaluation process. Strong negative samples are essen-
tial to the success of our approach. Since location is
one of the most important factors to consider before
visiting, we use nearby places as counter-examples. We
experimented with several different settings and finally
chose nine closest places to the positive check-in place
as negative samples.

User Features Candidate Location Features

User ID Place ID
Gender The hour of a day

Twitter friend count The day of a week
Twitter follower count Place category

Check-in count
Distance to the user

Table 1: Features used in our GBDT scoring model.
Our GBDT based pairwise scoring model takes these
features as input and calculate a score that indicates
how likely a user will go to a candidate place.

4 Experiment

In this section, we evaluate the influence of sparse em-
bedded features on our POI recommendation model,
with different embedding dimensions. We also imple-
ment a baseline model, that is, the GBDT model that
directly takes sparse time and place category as its
input. We use the Foursquare dataset [17] [15] [16]
throughout this paper. This dataset contains check-ins
in NYC and Tokyo collected from April 2012 to Febru-
ary 2013. It contains 227,428 check-ins in New York
City and 573,703 check-ins in Tokyo. Each entry is asso-
ciated with a check-in timestamp, its raw GPS location
and its category, such as restaurant, park, etc.

4.1 Detailed Experiment Setup We now explain
our experiment procedure in detail. Our pairwise
scoring model models the relationship between users
and POIs using their features. We use the mean
reciprocal rank (MRR) as the metric to quantify the
quality of our generated embeddings.

MRR is a metric to evaluate any process that
produces a list of possible responses to a sample of
queries, ordered by the probability of correctness. The
MRR for queries Q can be calculated by the following
equation:

(4.2) MRR =
1

| Q |

|Q|∑
i=1

1

ranki
Where ranki refers to the rank position of the first
relevant document for the i-th query. To evaluate our
model performance, we split the original training set
into a training set and a test set. During the evaluation
process, we score all ten candidates, sort them by the
scores, and then calculate the MRR.

4.2 Experiment Results As our baseline model, we
directly feed in our sparse features as listed in Table 1,
train and evaluate our GBDT model on 75% and 25%
random chosen NYC and Tokyo check-in dataset with
generated negative data entries. The MRR score of our
model improved from 0.46 to 0.713, details are shown in
Table 2. We also calculated the precision-recall curve for
our pairwise scoring model with embedding dimension
k = 32; it is shown in Table 2. The AUC increases
from 0.15487 to 0.22832. Additionally, with embedding
dimension k = 32, we create a 5-layer neural network
model and compare its training time with that of our
model. Our model takes 32.7 seconds to finish 1 epoch
whereas the neural network model takes 90.1 seconds.

5 Conclusion and Future Plan

We propose a novel linear bag of features embedding
learning model that provides better embedding quality
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Figure 2: The precision-recall curve of our pairwise
scoring model compared to the control group.

Model Mean Reciprocal Rank(MRR)

Baseline 0.33
k=8 0.493
k=16 0.540
k=32 0.662

Table 2: MRR for the baseline model and our approach
with different embedding dimension k. We can get the
best performance when k=32.

than traditional matrix factorization method and better
computational complexity than neural network models.
According to the experiment results, our approach
outperforms the baseline model that directly accept un-
embedded sparse features as input. Our future plan
involves comparing the embedding quality of our model
and neural network based models.
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