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Abstract

It is common nowadays for e-commerce websites to en-
courage their users to rate shopping items and write
review text. This review text information has been
proven to be very useful in understanding user prefer-
ences and item properties, and thus enhances the capa-
bility of these websites to make personalized recommen-
dations. In this paper, we propose to model user prefer-
ences and item properties using a convolutional neural
network (CNN) with attention, motivated by the huge
success of CNN for many natural language processing
tasks. By using aggregated review text from users and
items, we aim to build vector representations of user and
item using attention-based CNNs. These vector repre-
sentations are then used to predict rating values for a
user on an item. We train these user and item networks
jointly, which enables the interaction between users and
items in a way similar to the matrix factorization tech-
nique. In addition, the visualization of the attention
layer gives us insight on when words are selected by the
models that highlight a user’s preferences or an item’s
properties. We validate the proposed models on pop-
ular review datasets, Yelp and Amazon, and compare
results with matrix factorization (MF), and hidden fac-
tor and topical (HFT) models. Our experiments show
improvement over HFT, which proves the effectiveness
of these representations learned from our networks on
review text for rating prediction.

1 Introduction

Recommender systems are very common today with
online shopping websites such as Amazon and Netflix.
Ever since the famous Netflix Prize competition started
ten years ago, collaborative filtering (CF) techniques
have become successful and dominant approaches for
recommender systems. Many of the CF approaches
are based on matrix factorization (MF) [8], which de-
composes into two latent feature matrices correspond-
ing to latent features of users and items, and important
weights of these latent factors. The dot product between
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a user and an item feature vector is used to predict the
rating that the user would assign to the item.

Collaborative filtering has its own limitations and
drawbacks, however. First, it is difficult for CF to
give recommendations to users with few ratings or to
recommend items with few ratings (the well-known
cold start problem). Popular items tend to get more
recommendations, while new items are left with no
chance. In addition, it is also hard for CF techniques
to recommend items to a user with unique preferences,
because these rating numbers alone are inadequate to
learn the user’s preferences.

Another drawback of CF/MF techniques is their
poor interpretability, making understanding of users
preferences impossible. For example, it is difficult to
associate latent features from MF with the understand-
ing of users and items. We only know that a user might
like an item due to a particular latent feature because
there is a large positive (or negative) weight on that
feature. But we have no clue what this feature means.
In fact, it is possible that each feature corresponds to a
combination of human interpretable aspects, for exam-
ple, a restaraunt’s cuisine style and its average price for
a meal.

Using review text is one of the approaches to
alleviate the above issues. Most shopping websites
encourage their users to rate shopping items and write
review text. Review text complements the rating
numbers by providing rich information of items and
implicit preferences of users. Review text explains why a
user assigns such a rating to an item. A set of all reviews
from this user allows us to derive this users’ preferences;
similarly a set of reviews on an item describes prominent
properties of the item rated by many users. These
preferences of a user and properties of an item can
then be leveraged to alleviate the cold-start problem
when the ratings are few. Recently using review text
information has shown to improve rating prediction
accuracy, especially for users and items with few ratings
[11, 10].

Both the HFT model in [11] and the RMR model in
[10] used interpretable latent topic models like LDA [3]
on item review text: an item document consists of all



reviews of an item; and the latent topic distribution
is derived from these item documents. The topics
discovered from item documents may not be suitable for
users, however. We believe the aggregated review text
of items cannot cover the same sentimental expressions
in each individual user. For example, the same word
“nice” might indicate different sentimental meaning
from different users, while one user links “nice” to a
rating of 4, another may link it to a rating of 5 using
the same word. Therefore we should not just discard
user-specific meanings of words and ignore their effect
on the ratings by just assuming the topic distribution is
the same as those in item review. Each user has their
own preferences or tastes that can be discovered using
all review text written by this user.

Therefore, in this paper we propose to model the
user and the item separately: the aggregated review
text from a user is used to build a user-specific model
and the aggregated review text on an item is used to
build an item-specific model. We use a convolutional
neural network (CNN) to extract embedded representa-
tions of users and items from their corresponding review
text. CNN has shown great success in many natural lan-
guage processing tasks, such as text classification, sen-
timent analysis, neural language model and information
retrieval ([15, 20, 14, 7]). For simplicity we use the same
network structure for the user model and the item model
as shows in Figure 1.

With word embedding input to the first CNN layer,
many of the learned filters in the first CNN layer capture
features quite similar to m-grams. After a few more
CNN layers we would not know what features come
out of the network, thus making feature interpretation
difficult. To train an interpretable model we put an
attention layer after the word embedding layer and
before the CNN layer. This attention layer learns
what to attend to from a local window of words by
learning weights for these words, and therefore selects
informative keywords from this local window before the
words are passed to the CNN layer. Attention gives us
the ability to interpret and visualize what the model
is doing: for example, words with higher weights are
highlighted in Table 4.

The main contributions of this paper are summa-
rized as follows:

o Attention-based CNNs (Attn+CNN) are used to
learn user and item representations from corre-
sponding user and item reviews; these representa-
tions are used to predict ratings of a user on an
item just like the MF' technique.

e The attention layer is used before the CNN lay-
ers to select keywords from a local window that

contributes to the rating. The visualization of the
attention layer gives us insight on the words that
are selected by the models that highlight a user’s
preferences or an item’s properties.

e Our Attn+CNN model obtains a 6% relative im-
provement over the baseline MF and 2% rela-
tive improvement over HFT on the Yelp Challenge
dataset 2013; and slightly better than those from
MF/HFT models on 12 Amazon datasets.

The rest of this paper is organized as follows:
Related works are first reviewed in Section 2. Section 3
describes in detail the components of our networks.
Experimental setup and result analysis are presented in
Section 4 and Section 5; and finally Section 6 concludes
with future work.

2 Related Work

There are two lines of research related to our work:
the first uses review text for recommendation, and the
second is recent research on sentiment analysis using
deep learning. We present brief reviews for these two
research areas in the following.

Recent research on using review text for recommen-
dation focused mostly on topic modeling for items from
review text, such as hidden factors as topics (HFT) [11]
and ratings meet reviews (RMR) [10]. HFT employed
a LDA-like topic model on review text for items, and a
matrix factorization (MF) model to fit the ratings. The
two models were combined in an objective function that
used the likelihood of the review text modeling by the
topic distribution as a regularization term for the latent
user-item parameters. This approach was shown to im-
prove significantly over the baselines that use ratings or
reviews alone, and it also works with items with only a
few reviews. RMR [10] shared the same LDA-like topic
modeling on item review text as HF T, except that RMR
used Gaussian mixtures to model the rating instead of
MF-like techniques.

TopicMF [2], as the name suggests, jointly modeled
user ratings with MF and review text with non-negative
matrix factorization (NMF) to derive topics from the
review text. HFT learned the topics for each item,
while topicMF learned the topics for each review. Their
experimental results showed topicMF improved upon
HFT. However, the exponential function used as the
transformation function might fixate the relationship
between latent factors in MF and the topic distribution
with limited flexibility. As pointed out in [2], the
authors hoped to model the user’s preferences directly
to their rating behavior, which is what our model is
designed to do

Recently deep learning techniques have been ap-



plied to recommender systems with review content. In
[1] a model was proposed that consists of a MF model for
learning the latent factors and a recurrent neural net-
work (RNN) for modeling the likelihood of the review
using an item’s latent factors. The RNN model is com-
bined with MF via a regularization term, just like the
approach used in HFT. In [18] a hierarchical Bayesian
model called collaborative deep learning (CDL) was pro-
posed to take advantage of review content information.
CDL used stacked denoising autoencoders (SDAE) to
learn feature representations for the items. This net-
work together with collaborative filtering with a rating
matrix were jointly trained. However, the content in-
formation was only extracted from bag-of-words repre-
sentations, which did not take into account word orders
and context that are important for extracting seman-
tic meanings. All the above work failed to link user’s
preferences and sentiment in their review text to their
ratings.

Another line of research closely related to recom-
mendation on review text is sentiment analysis and text
classification. Recently there are many works on senti-
ment analysis and text classification using deep learning
techniques that acheived impressive results as shown in
[6, 17, 14, 16, 9, 20, 5, 19]. Various deep neural net-
work configurations were used for these tasks: CNN
[6, 17, 14, 20, 5], recursive neural tensor network, re-
current neural network (RNN) [16, 9] and LSTM [19].
Most networks used word embeddings [17, 14, 16, 9, 19]
as the input layer, while [6, 20, 5] used character embed-
dings, especially [5] used a very deep (29 layers) CNN
on character embeddings and showed impressive results
on text classification, including the Amazon reviews.

The idea of attention in neural networks is loosely
based on the visual attention mechanism found in
humans. Human visual attention is able to focus on a
certain region of an image with “high resolution” while
perceiving the surrounding image in “low resolution”,
and adjusting the focal point over time. A big advantage
of attention is that it gives us the ability to interpret
and visualize what the model is doing. While attention-
based deep learning models rely on RNNs and encoder-
decoders for tasks such as machine translation and
image caption generation, the attention module in our
model is designed to work with CNN. It allows us to
infer from training the informative keywords that link
directly to the user’s rating. We put the attention
layer before the CNN so that we could visualize those
keywords at the end of model training and help us
interpret the results (as shown in Table 4).

3 Proposed Model

In this section, we describe our Attn+CNN model for
learning latent representations from review texts. Fig-
ure 1 shows the overall architecture. We use the same
network structure for the user and item network. So,
we describe the user network in detail: the left part
is the attention-based module that learns representa-
tions of informative keywords. The right part is the
CNN module that learns representations from the orig-
inal review word sequences. These two representations
are then combined through a CNN layer and a fully-
connected layer as the final user/item representations
for rating predictions.

We describe each of these modules in Figure 1.
We denote scalars with italic lower-cases (z,y), vectors
with bold lower-cases (x,z), and matrices with bold
upper-cases (X, W).

Embedding Layer We use word embedding for
input review document D,;: a set of review from user u.
An embedding layer can be simply regarded as a look-
up operation that reads an one-hot vector, e, € RVl
for a word as an input, and map it to a dense vector,
x; = (71,29, -+ ,74) and x; € R% The weight of the
embedding layer is W, € R4Vl

Xt = Weet.

and V is a set of words. |V| is the size of the vocabulary:
the most frequent 20,000 words.

Attention Module on the left An attention
mechanism is motivated by human visual attention.
When we read text or see images, we focus on certain
part of the input to understand or recognize them more
efficiently. In our model the attention module is used
to learn which words are more informative in a given
window.

Let D, be represented as a length 7" word embed-
dings (x1,X2, -+ ,x7). Then, we apply the attention
through sliding windows to this sequence. Let x; be
the center word and w be the window width. We com-
pute weighting scores for each word in the window with
a W., € R4 parameter matrix and a bias bl,, as
follows:

X,

_ T
Xatt,i - (XH_%H,XH_%%,' o aXH_wal) )

s; = g(Xaet,i * Walztt + bayy)-

s; is the score showing how much the i-th word is
informative. The score can be directly used as a weight
for i-th word embedding or we can apply a threshold to
remove “trivial” words and only consider informative
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Figure 1: Attention-based CNNs to extract latent representations of users or items. A user document D,, and an
item document D; are fed into (Left) the user network and (Right) the item network respectively.

attention words. In this work, we use scores as weights.
We use sigmoid for the activation function g.

)A(t = SX¢.

%; where t € [1,7T] is a weighted sequence of word
embeddings.

The folding layer summarizes attention words and
outputs the attention representation of given text. The
attention words (X1, X2, ,Xr) are folded through the
sum operation along the sequential order, y = ", %;.
Finally, the attention representation is obtained through
a convolution operation with a matrix W2,, € R4*ma
and a bias bZ,, € R"at:

Zaut (1) = g(y * Witt(
) S [1, natt].

i) + b5y (1)),

Ngtt is the number of filters and g is a tanh function.

Convolutional module on the right The word
sequence (with its original order) from D,, is input to the
CNN module to learn a global semantic representation
for u. For a convolutional layer, we set the length of
a filter as wy, which means the filter operates on wy
words. If the number of filters is n¢oney, the convolution
filters W on, € RWFXdXneonv are applied to a sequence
of wy word embeddings, Xconv,i € Rws ¥4 and output

features Z € R(T—ws+1)Xnconw.,

Xeonv,i = (Xis X1, aXi+wf—1)Ta
Z(Zvj) = g(Xconv,i * Wcon'u(:a :7j) + bconv(j))7
ie[1,T—ws+1], j€l,nconl

g is a nonlinear activation function and by, is a bias
vector. In the pooling layer, a max pooling is applied
over the sequence: Zcony(j) = MAX (Z(:,7)). We can
obtain as many Zcon, as different filter length wy. In
this work #ncon, different filter lengths are used.

Final layers The output of the attention mod-
ule and the CNN module are concatenated, and run
through an additional convolutional layer W ,,,; and FC
layer Wge:

Zo = Zapt D 2Ly O - Dz ey,
ZOUt( ) o ‘g(zo * WOUt( ) + bout(i))7
7’ € [L nout]7

Yu = WFc - Zout.

@ is a concatenation operator and n,,; is the number
of filters applied to z,.

Training of the network Two different channels
(attention module and CNN) are used to learn two
different latent representations, attention representation
and semantic representation, and are merged into one



attention-based semantic representation. Let -, be
the attention-based semantic vector from the users’
network and ; be the corresponding vector from the
items’ network. As in CF/MF techniques, the latent
representations (7,,7;) are mapped into same vector
space (R¥) and ratings can be estimated by the inner
product.

N T
T‘uﬂ; = ’Yu ’Yi

The estimation can be considered as a regression prob-
lem and all parameters in two networks (user network
and item network) are trained jointly through the back-
propagation technique. Mean Squared Error (MSE) is
used as an error function. In training time, D, and D;
are fed into two networks respectively, and 7, ; is the
target value. At test time, a pair of a user and an item
(u, %) along with their corresponding D,, and D; are fed
through the user/item networks, and the inner product
of vy, 7i is the estimated rating 7, ;.

4 Experimental Setup

We evaluate our proposed models using open datasets
from Yelp and Amazon. In this section, we describe
these datasets as well as our experimental setup.

4.1 Datasets We used two publicly available
datasets that provide user reviews and rating informa-
tion. The first dataset is from Yelp Business Rating
Prediction Challenge 2013', which includes reviews
on restaurants in Phoenix, AZ metropolitan area.
The second dataset is Amazon Product Data?, which
contains millions of product reviews and metadata
from Amazon. This dataset has been investigated by
many researchers [11, 12, 13]. In this paper, we focused
on the 5-core subset, with at least 5 reviews for each
user or item. There are 24 product categories and 12
categories are used in this work. The key characteristics
of these two datasets are summarized in Table 1.

DATASET Yelp  Amazon
# of Users 45,980 268,788
# of Ttems 11,537 187,203
# of Reviews 229,900 3,165,314
Avg. # of Words per review 130 128

Table 1: Statistics of Dataset

We randomly divided each dataset into training,
validation and test sets (80%, 10%, 10% respectively).

Thttps://www.kaggle.com/c/yelp-recsys-2013
2http://jmcauley.ucsd.edu/data/amazon/

4.2 Data preprocessing The first step in our data
processing pipeline is to concatenate all reviews from the
same user, say user u, into a document D,. Similarly,
we concatenate all reviews on the same item, say item
1, into a document D;. As expected, the length of these
concatenated review documents follows a long-tailed
distribution and we set the length of each document
to conserve at least 70% of the words. The resulting
documents are fed into the embedding layer as described
in Section 3.

4.3 Baselines We implemented several baselines as
comparisons to our proposed model. The first one is
Matrix Factorization (MF)3[8] that characterizes both
users and items by vectors of factors inferred from item
rating patterns. The second baseline is Hidden Factors
as Topics (HFT) [11]. We set the number of hidden
topics K to 5 which is reported in [11]. In addition,
results from CNN-only are also compared to show the
effectiveness of the attention module. Finally, we show
a naive method, Offset, which simply uses the average
rating () as the prediction. This baseline shows the
upper bounds of rating estimates for each dataset.

4.4 Parameter Setting We use pre-trained word
embedding fastText [4] based on the skip-gram model,
where each word is represented as a bag of n characters.
The dimension of embedding is d = 100. In the
attention module, we use w = 5 window size for the
local attention layer with sigmoid and ng; = 400
in W2,,. In the CNN module, we use four different
filter lengths wy € [2,3,4,5] and neon, = 100 for
each W, ,,. To combine attention representation and
semantic representation, we set Ng,: = 256 for W,
and finally, the number of hidden factors is K = 250
in Wge with 25% dropout probability. ReLU is used
as an activation function for the last convolutional layer
and fully-connected layers.

Our implementation uses Theano to train and op-
timize the neural networks, and we use GPU cards
(Nvidia GeForce GTX TITAN X)) to speed up the model
training process.

5 Results and Discussion

5.1 Rating Estimation The Mean Squared Error
(MSE) of rating estimation is shown in Table 2 for
Attn+CNN as well as for different baselines. We can
see that Attn+CNN outperforms other models on the
Yelp dataset and on the Amazon dataset on average.
This clearly confirms the effectiveness of our proposed
method.

3We use MyMediaLite package. http://www.mymedialite.net



DaATAaseT  Offset MF  HFT CNN-only Attn+CNN
Yelp 1.484 1.295 1.243 1.269 1.212*
Amazon 1.102  0.935 0.934 0.935 0.928*

Table 2: MSE of rating estimation for different models (the best results are starred)

DATASET Offset MF HFT CNN-only Attn+CNN
Amazon instant video 1.273  0.946 0.925* 0.944 0.936
Automotive 0.939 0.875* 0.975 0.890 0.881
Baby 1.315  1.167 1.151* 1.178 1.176
Cds and vinyl 1.150 0.885 0.861* 0.875 0.866
Grocery and gourmet food 1.202  1.017 1.004 1.010 1.004*
Health and personal care 1.233 1.068 1.053* 1.060 1.054
Kindle store 0.916  0.623  0.609* 0.621 0.617
Musical instruments 0.742 0.689% 0.726 0.710 0.703
Office products 0.867 0.724*  0.726 0.728 0.726
Patio lawn and garden 1.153  1.029  1.025 1.017 0.999*
Pet supplies 1.384  1.253  1.232* 1.241 1.236
Tools and home improvement  1.053  0.941  0.927* 0.945 0.938

Table 3: Breakdown of Amazon dataset evaluation by product category

We further break down the results for the Amazon
dataset by product category, as shown in Table 3. While
review-based models (Attn+CNN and HFT) are gener-
ally better than MF, there are several categories (e.g.,
Automotive, Musical instruments, and Office products)
where MF performs the best and HFT performs the
worst.

ine the consistency between ratings and texts, in partic-
ular, user-sentiment consistency, item-sentiment consis-
tency, user-text consistency, and item-text consistency,
as suggested in [17].

Figure 2 shows the sentiment consistency in dif-
ferent datasets or categories, measured by the average
of absolute rating differences between two reviews. In
other words, it tells to what extent the ratings by the

User-Sentiment Consistency Item-Sentiment Consistency

14

same user, or on the same item, are consistent. This

finding explains why MF works better in some cate-
gories. MF estimates ratings based on user ratings only.

| Thus, the more consistent these ratings are, the bet-
| ter performance MF can achieve. Indeed, it performs

the best on Automotive and Musical Instruments cat-

| egories, which have higher consistencies than the other
| categories.

On the other hand, text consistency captures the

| textual similarity between reviews written by the same
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Figure 2:  User-sentiment consistency and Item-

sentiment consistency. Blue dots are for two reviews
by same user or item, and green dots are for different
users or items.

To understand these results more closely, we exam-

user or on the same item, measured by cosine similar-
ity between the bag-of-words of two reviews. Figure 3
shows the text consistency in different datasets or cate-
gories. We can see that Baby and Tools categories have
higher degrees of text consistency than the others. This
also explains why HFT works better in these categories,
because it is more effective to extract topic information
from these reviews and infer the user preferences.
While MF and HFT each has its own strengths,
as discussed above, our Attn+CNN model can achieve
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Figure 3: User-text consistency and Item-text consis-
tency. Blue dots are for two reviews by same user or
item, and green dots are for different users or items.

the best of both, which can best be seen from the
results on Yelp dataset. First, the ratings in this
dataset are inconsistent. This explains why MF leads
to large MSE on this dataset. Second, the review
text is also inconsistent. In other words, each user is
likely to use different words for different items, and
each item has reviews written by a diverse set of
words. As a result, it is difficult to infer proper topics
for such heterogeneous corpus. In contrast to both
MF and HFT, our model is more robust to model
users’ preferences or items’ properties because word
embedding captures implicit meaning of each word,
and the attention module tells which words are more
meaningful for the rating estimation.

5.2 Visualize Attention Keywords To confirm
our findings on the attention module, we highlight in
Table 4 words that are considered as informative by
the attention module. We select two review examples
from Amazon (patio lawn and garden) and Yelp, and
the highlighted words are obtained from high attention
scores in the item or user network. We can see a few
interesting patterns from these results. For example, ad-
jective words that describes properties of the item are
likely highlighted in the item’s review. For example,
Yelp reviews clearly show properties(or characteristics)
of a certain restaurant by highlighting terrible, aver-
age, and disrespectful. More personalized words such as
huge fan and enjoy and informative adjectives are also
highlighted in a user’s review. This confirms that the
attention module can indeed identify the most informa-
tive words in the reviews.

Table 5 shows the same text but highlighted differ-
ently by the user network and the item network. The
user network and item network are trained with different

sets of documents, the joint training of objective func-
tion decides which part of the text is important for the
final score. Therefore, the two networks choose different
attention words as expected.

category : patio lawn and garden (item)

This hose is an excellent garden tool . I bought 2 of them
one 25ft for my front garden and 50ft for my rear garden.
3 4 months and still
should have bought

in  excellent |condition . I probably

something a bit more | flexible and
less rugged since I constantly coil uncoil it for washing cars

but that’s my fault not a product |fault .

category : Yelp (item)

Not sure how to start this review. Some parts of the dinner
were  terrible while the other parts were just  average , just
nothing special . 1 decided to take my mother out to
dinner who was visiting all the way from Dubai based on
the great things I've heard about Mastro’s Ocean Club.
The night started off in a |terrible way when our waiter
was extremely | disrespectful to us. We asked for a few
minutes when our | waiter asked us if we wanted still, sparkling
or tap water and his reply in a |really | condescending tone

was” right 'mow I'm asking you about the water”.

category : Yelp (user)

Payton & Shantal do a |great job after such a quick tran-

sition. I'm a 'huge fan of the farm-to-table | philosophy

and the | frequently ' changing menus. It’s a | happy place ,

especially if you sit at the counter and enjoy the  show .

Table 4: Visualization of review text with highlights.
Colored words are considered as informative words, and
green words have higher attention scores than those of
yellow words.

6 Conclusion and Future Works

We have presented an attention-based CNN model that
combines review text and ratings for product recom-
mendation. It learns the vector representation of users
and items from the aggregated reviews, and enables the
interaction between user and item models in a way sim-
ilar to matrix factorization. By leveraging the best of
collaborative filtering and topic-based approaches, our
model is inherently more robust to noise and incon-
sistency in the review and rating data, which is vali-
dated by our experiments over both Yelp and Amazon
datasets. We believe this work offers a new avenue to
apply representation learning in the context of recom-
mendation systems. One future direction we are explor-



category : Yelp (user)

A disappointing meal and a very | disappointing service . I

won’t be coming back anytime soon . If I was the manager
I would demote the 'waiter and promote the busboy to a

waiter as he was | great tonight and he was the only reason

I gave a 20% tip as it is |unfair for him to suffer because of

the waiters.

category : Yelp (item)

A disappointing meal and a very ' disappointing service. I
won’t be coming back anytime soon. If I was the manager I
would demote the waiter and promote the busboy to a waiter
as he was great tonight and he was the only reason I gave a

20% tip as it is unfair for him to suffer because of the waiters.

Table 5: Attention words of the same review. FEach
network highlights different words.

ing is to use sequence learning, e.g., Long Short-Term
Memory (LSTM) network, to handle long-range depen-
dency in the review texts.
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