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Abstract

Recent years have witnessed the increasing popularity
of mobile device due to the convenience that it brings to
human lives. On mobile devices, rich user profiling data
(including inter-app, intra-app and supply data) make
it possible to provide much better recommendation ser-
vices and further drive revenues from understanding
users’ behaviors in different segmentations. Intelligent
personal assistant on device is highly desirable to pro-
vide accurate recommendation, ads targeting, and real-
time image recognition, voice translations, etc. This
paper presents the research efforts we have conducted
on mobile device which aim to provide much smarter
and more convenient services by leveraging data science,
machine learning, optimization, deep learning and user
profiling techniques. From different case studies, one
can easily understand how science driven innovations
help to improve the current services and provides busi-
ness leadership in driving revenues. In the meantime,
these research efforts have clear scientific contributions
and are very promising in driving new growth in prod-
uct.

Keywords: User engagement; Data Science; Recom-
mendation; Targeting Model; Forecasting; Campaign
Analysis; Deep Learning; CNN; Optimization

1 Introduction

New challenges come with the exponentially growing
markets of mobile apps. We need to address many new
problems, for example, diversified app markets, het-
erogeneous user behaviors and limited computational
resources, in order to provide better service and im-
prove user engagement on mobile devices. In the paper
next, we will show our research efforts towards build-
ing smarter and more convenient mobile systems in the
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Abstract

To improve mobile app user engagement, it is very im-
portant to inform the users of privacy risk levels of mo-
bile apps given the numerous apps. This paper presents
an e↵ective approach for mobile app risk ranking by
leveraging the heterogeneous privacy indicators (includ-
ing permissions, user review, developers’ description
and ads library). The challenge is how to design ef-
fective learning algorithm given multi-modal features
to rank app risks. The key idea of our approach is
to take advantage of features from di↵erent modalities
via exclusive sparse coding by maximization the feature
consistenty and diversity. We propose an e�cient iter-
ative re-weighted method to solve the associated group
LASSO and exclusive group LASSO operator, the con-
vergence of which can be rigorously proved. To evaluate
our method, we crawled two real-world datasets (to-
tally 13, 174 apps, 34, 514 descriptions, 9, 986, 568 user
reviews and 100 ads libraries) from Google play and use
them comprehensively to evaluate our model. We find
that our method demonstrates the consistent better per-
formance and gives insight on which privacy indicators
are more helpful.

1 Introduction

To improve user engagement is No. 1 task for Samsung
Pay and other related apps on mobile phones. In order
to improve user engagement, one important task is to
understand the privacy risk of mobile apps because
mobile apps can release users’ personal information such
as contact, location, health-care and etc. A privacy risk
score strategy has been shown to have a “significant
positive e↵ects” [10] for users, which allows the users to
better perceive the levels of security risks and therefore
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Figure 1: Motivation: Ranking the risks of mobile apps
using multi-modal features such as description, user review
and permission access, ads library. To automatically ranking
more apps, a multi-modal ranking model is proposed to
capture the relations between the ranking score and privacy
indicators from di↵erent aspects.

improve the app user engagement.
In mobile apps, one can generate multi-modal fea-

tures (such as permisssion1, user reviews, developers’
descriptions and ads libraries) that are highly corre-
lated with app risks [10]. Given those heterogeneous
features, a question that naturally follows is: can we
design an approach to automatic infer the risk of apps
given heterogeneous indicators? On one hand, there are
millions of mobile apps on Google play and labeling the
risk score for each mobile app is time consuming and
tedious. The proposed method is required to label the
risks of mobile apps e�ciently and e↵ectively. On the
other hand, the proposed approach should utilize the
privacy indicators from di↵erent aspects, and make a
comprehensive assessment by leveraging feature corre-
lations and consistency. How to combine the heteroge-
neous features to accurately estimate the risks of apps
is under-explored but highly desirable. Recent works,
including permission usage pattern mining [9], app per-
mission prediction from meta-data [23], [24], mobile app
recommendation [36], [17], however, do not essentially
solve this problem.

We propose a novel approach to rank app risks
using multi-modality heterogeneous privacy indicators.

1http://developer.android.com/guide/topics/

manifest/manifest-intro.html

Figure 1: Ranking the risk of mobile apps using multi-
modal features such as descriptions, user review, per-
mission access and ads library.

following aspects:

• Mobile App Risk Assessment

• Mobile App Recommendation and Targeting

• Image Privacy on Mobile Devices

• Deep Learning on Mobile Devices

• User Profiling and Statistic Campaign Analysis for
Samsung Apps

We provide scientific solutions and leaderships to
solving these challenging problems because pure engi-
neering can not work in practice. These techniques will
be very helpful for solving mobile data science and AI
problems in real world if (a big “if”) the technology
can be accurate and robust enough. We need research
breakthrough to improve the state-of-the-art and we
have diligently worked on them.

2 Mobile App Risk Assessment

Comparing with traditional software markets, markets
like Google Play and Apple Store have lower entry
threshold for developers and faster financial payback,
hence greatly encouraging more and more developers to
invest in this thriving business. Therefore controlling
the quality of apps, especially the security risk of
them across the whole markets, becomes an important
issue to all that involved. On the other hand, public



Figure 1: Flowchart of risk assessment from user comments. Given any app (e.g., facebook), the user comments
are collected from google play store. In order to infer the security risk of apps, (1) crowdsourcing is used
to accumulate user comments into app-level features (shown as “feature extraction”,“auto annotation” and
“crowdsourcing”); (2) learning to rank model is used to predict risk scores by utilizing these latent features,
where pairwise constraints are enforced between pairwise apps (shown as the relative risk levels of youtube and
facebook).

problem as a task of crowdsourcing problem from
aggregation of user comments.

• A novel 2-stage model is proposed, which can
jointly learn the latent security labels from user
comments and automatically rank the risks of
app based on these learned labels as features.
An effective alternative optimization algorithm is
proposed to solve the corresponding optimization
problem.

• Extensive experiments on two real-world datasets
show the substantial improvement of our method,
i.e., 6%–7% performance improvements when
compared with other state-of-the-art methods.

• Last but not least importantly, our approach can
be easily extended for understanding the websites’
popularity through users’ comments, such as infer-
ence of goodness or badness of a restaurant from
users’ comments on Yelp, or the quality of a prod-
uct on Amazon or ebay. Since the label system is
arbitrary, one may use the same user comments
data with different label system design to evaluate
different aspects of the product.

2 Related Work

There has not been much work on risk assessment on
mobile apps. Liu et al. [17] presented a framework for
estimating privacy score for users based on their par-
ticipations in social network, instead of mobile apps.
Peng [20] utilized the permissions required by the apps
to classify benign apps from the malicious ones. WHY-

PER [19] predicted the risk assessment of mobile apps
based on analysis of the descriptions of apps from nat-
ural language processing perspective using first-order
logic. Kong et al. [13] predicted the permission required
by mobile apps from descriptions. Frank et al. [9] ana-
lyze the permission request using unsupervised learning
(i.e., boolean matrix factorization) to discover the inher-
ent cluster patterns of permission request. In addition,
users’ privacy preference can also be utilized in person-
alized mobile app recommendation [16]. However, none
of the above works evaluate the risk score of mobile apps
from the perspective of user comments. Our work pro-
vides a new angle for estimating the app security risks.

The discussion of crowdsourcing problem could be
traced back 35 years ago [8]. The main idea is to
infer true label of a given item from the annotations
of multiple annotators/workers. These annotations
are assumed to be of low quality and may contradict
with each other. Two-coin model [21] is proposed to
model worker expertise, by considering the probability
that a worker labels an item correctly which follows
two Bernoulli distributions, one for the true positive
label, and the other for negative. Minimax entropy is
adopted in [25, 26] to model both users and items. The
maximum entropy principle is used to naturally infer
both item confusability and worker expertise. Guided
crowdsourcing [18] is another direction of research,
which uses artificial intelligence methods to coordinate
workers in crowdsourcing tasks, in order to ensure
collective performance goals such as effectiveness, cost
or efficiency. Our task is not a traditional crowdsourcing
problem, we model the mapping from user comments to
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Figure 2: Flowchart of risk assessment from user comments. Given an app, the user comments are used to evaluate
the risk of apps in two steps, (a) “crowdsourcing” is used to accumulate user comments into app-level features
(shown as “feature extraction”, “auto annotation” and “crowdsourcing”; (b) “learning to rank” model is used to
predict the risk scores by utilizing the latent features, where pairwise contraints are enforced between pairwise
apps (shown as relative scores of two apps).

Permission	&	
Ads	library	

User	review	
categories	

Age	appropriateness	

Figure 3: Demo of risk assessment.

concerns about privacy issues with online activity and
mobile phones are also elevating, demanding a mobile
environment with more respect to users’ privacy.

In mobile apps, permissions indicate the resources
that the apps can access, and thus can be viewed as
a privacy indicator. From users’ perspective, the meta
data such as users’ reviews and developers’ descriptions
reflect users’ perceptions and developers’ expectations
for the apps, and thus are also correlated with risks of
apps.

Our idea is to explore heterogeneous privacy indi-
cators [8], [11] for app risk ranking, which, we believe, is
very important to internet company to improve user en-
gagement in mobile platforms (as shown in Fig. 1). The

risk ranking problem is formulated as a mutli-view fea-
ture learning problem by exploring group LASSO and
exclusive group LASSO techniques [10], [9], which can
automatically select the most discriminant features by
considering both inter-view feature competitions, and
also intra-view feature correlations. In particular, we
solve the following problem, given feature xi for each
app i, YKi for label of app i with category k, we aim
to find the feature weight wvk for class k regarding k-th
view feature, i.e.,

min
W∈Rn×K

∑
ik

(Ykilog
∑
k

ew
T
k xi − YkiwTk xi)

+α
∑
k

∑
v

‖wvk‖2 + β
∑
k

∑
v

‖wvk‖21

Correspondingly, we derive an efficient iteratively
re-weighted algorithm to tackle the resultant optimiza-
tion problem, which can handle any group structure,
regardless of coherent or exclusive group structures.
It demonstrates very good performance in real-world
datasets (totally 13, 174 apps, 34, 514 descriptions, 9,
986, 568 user reviews and 100 ads libraries).

We also derive a crowdsourcing ranking ap-
proach [2], [7] (see Fig.2) to rank risk of apps from user
comments by combining feature learning and ranking
SVM methods, which also provides good solutions in
practice. The problem we solve is formalized as:



min
w∈Rd,θ,Y`

−logPr(Dn|θ, Y`)− logPr(θ)

+λ‖w‖2 + C‖(e−BY`w)‖22.

where w is the feature weight, Y` is the labels learned
from the feature learning step and θ is the prior dis-
tribution of parameters in crowdsourcing process, and
lnPr(Dn|) gives the likelihood of objective given cur-
rent parameters while ‖(e − BY`w)‖22 is the hinge-loss
function in SVM ranking.

Lessons Learned We do need multi heterogenous
models to find the most discriminant features. User re-
views and ads libraries play import roles in understand-
ing the risk of apps except the permissions. A demo
system is shown in Fig.4.

3 Mobile App Recommendation and Targeting

As of July 2013, Google Play had over 1 million Apps
with over 50 billion cumulative downloads, and the num-
ber of Apps has reached over 1.2 million in June 2014; as
the beginning of June 2014, App Store had 1.2 million
Apps and a cumulative of 75 billion downloads. There-
fore, it is urgent to develop effective personalized App
recommendation systems. In this section, we provide
our works regarding app recommendation. Recommen-
dation is useful since it strongly connects with target
ads.

3.1 Privacy aware app recommendation Recent
years have witnessed a rapid adoption of mobile de-
vices and a dramatic proliferation of mobile applica-
tions (Apps for brevity). However, the large number of
mobile Apps makes it difficult for users to locate rele-
vant Apps. Therefore, recommending Apps becomes an
urgent task. Traditional recommendation approaches
focus on learning the interest of a user and the func-
tionality of an item (e.g., an App) from a set of user-
item ratings, and they recommend an item to a user
if the item’s functionality well matches the user inter-
est. However, Apps could have privileges to access a
user’s sensitive resources (e.g., contact, message, and
location). As a result, a user chooses an App not only
because of its functionality, but also because it respects
the user’s privacy preference. To the best of our knowl-
edge, this work presents the first systematic study on in-
corporating both interest-functionality interactions and
users’ privacy preferences to perform personalized App
recommendations [14]. Specifically, we first construct a
new model to capture the trade-off between functional-
ity and user privacy preference. In particular, in this
work, it leverages the state-of-the-art Poisson factoriza-
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Figure 4: upper panel: privacy aware app recommenda-
tion; lower panel: context aware app recommendation.

tion technique and optimizes the objective:

max
u,v

Pr(yij |ui, vj , ps)

= Poisson
(
yij , u

T
i (vj + λ

∑
s∈Σj

ps)
)
,

where yij is the rating score for a particular user i for
app j, ui is the user i latent factor, vj is the app j latent
factor and ps is app privacy latent factor w.r.t app j.

Then we crawled a real-world dataset (16, 344 users,
6, 157 Apps, and 263, 054 ratings) from Google Play
and use it to comprehensively evaluate our model and
previous methods. We find that our method consis-
tently and substantially outperforms the state-of-the-
art approaches, which implies the importance of user
privacy preference on personalized App recommenda-
tions. Moreover, we explore the impact of different lev-
els of privacy information on the performances of our
method, which gives us insights on what resources are
more likely to be treated as private by users and influ-
ence users’ behaviors at selecting Apps.

3.2 Context aware app recommendation In
many practical applications, in practice, we require the
recommendation depend on context. Here“context” is
a very generic concept that can denote location, gender,
age or other different segments. In other words, recom-
mendation is performed on different buckets based on
an attribute or a combination of a group of attributes.
Similar to app recommendation, we solve this problem
using tensor bilinear factorization technique [6]. In par-
ticular, we solve the following problem:



Figure 5: App maturity evaluation framework using
deep learning (word2vec) and machine learning.

max
U,V,P

Pr(Xijk|Uir, Vjs, Pkt)

= Poisson
(
Xijk, UirVjr + UitPkt + VjsPks

)
,

where Xijk is the rating score for a particular user i for
app j in context k, Ui: is the user i latent factor, Vj:
is the app j latent factor and Pk: is app context latent
factor for context k.

Similarly this framework can be easily extended for
generating the context aware service recommendations.
Here we give the use case:

User Location Semantics recommended service

John Safeway Use Apple Pay
Damao Bank Have coffee
Amy Mall Consume coupons

3.3 App maturity rating framework We also
have other works about how to protect children from
inappropriate content in mobile apps. Apps may con-
tain sexual, violence and drug usage in their content.
Therefore, mobile platforms provide rating policies to
label the maturity levels of Apps and the reasons why
an App has a given maturity level, which enables par-
ents to select maturity-appropriate Apps for their chil-
dren. However, existing approaches to implement these
maturity rating policies are either costly (because of ex-
pensive manual labeling) or inaccurate (because of no
centralized controls). In this work [4], we aim to design
and build a machine learning framework to automati-
cally predict maturity levels for mobile Apps and the
associated reasons with a high accuracy and a low cost.

Specifically, we extract novel features from App de-
scriptions by leveraging word2vec to automatically cap-
ture the semantic similarity between words and adapt
Support Vector Machine to capture label correlations
with pearson correlation in a multi-label classification
setting. In particular, in word2vec step, given a se-
quence of training words w1, w2, w3, · · · , wT , the skip-
gram model is used to maximize the average log proba-
bility given representation v using:

max
v

1

T

T∑
t=1

∑
−c≤j≤c,j 6=0

logPr(wt+j |wt),(3.1)

where c is the size of training context. and Pr(wt+j |wt)
is usually defined using softmax function, i.e.,

Pr(wO|wI) =
exp

(
(v′wO

)
T
vwI

)
∑W
w=1 exp

(
(v′w)

T
vwI

) ,(3.2)

where vw and v′w are the “input” and “output” vector
representations of w and W is the number of words in
vocalbulary.

Moreover, we evaluate our approach and various
baseline methods using datasets that we collected from
both App Store and Google Play. We demonstrate
that, with only App descriptions, our approach already
achieves 85% Precision for predicting mature contents
and 79% Precision for predicting maturity levels, which
substantially outperforms baseline methods.

Lessons Learned. In this section, we use “app”
as demonstrated examples for recommendation purpose.
Our approach can be easily adapted for recommenda-
tions on purchase and others.

4 Image Privacy on Mobile Devices

In this section, we present two works that help to protect
image privacy on mobile devices.

4.1 Image privacy protection via image per-
turbation Every second, nearly 4,000 photos uploaded
to Facebook, around 4,600 photos exchanged through
Snapchat Photos are uploaded, saved and shared on
cloud, e.g., centralized photo sharing platforms (PSPs)
In cloud side (PSP), sensitive regions are exposed
to public, etc. What is the security and privacy
risk? Photo owners worry about privacy leakage on
cloud/PSPs, also Cloud/PSPs may access and process
user photos without explicitly asking for users’ agree-
ment and share the unprotected photos. In this work
we propose image perturbation technique to protect the
image privacy. Ideally, given encryption function E(.),
transformation function T (.), the goal is to find decryp-
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Figure 6: System framework of image privacy protec-
tion.

tion function D(.), such that for an image X, it exists:

D
[
T (E(X))

]
= T (X).(4.3)

Our system design is guided by the following theo-
rem [3]. Let P (.) be the image perturbation technique,
we have:

Theorem 4.1. Using Image perturbation technique E
= P(.) for “encryption”, it can exactly “decrypt”

D
[
T (E(X))

]
= T (X),

where D = f(T, E) can be easily calculated given E(.) =
P(.) and T(.).

The system framework is shown in Fig.6. Note
that “crypto” based technique (including symmetric
and public key encryption) may not work since it is
not compatible with transformation T (.) and also D is
impossible to be computed given E(.) and T (.), and
therefore X can not be recovered. For exactly the same
reason, differential privacy added laplacian noises to the
image, which is, in fact, irreversible although privacy
preserving. Finally we cannot recover anything given
image transformation T (.).

In our approach, it supports different linear trans-
formations (e.g., Rotation, Cropping, Scaling) and also
non-linear transformation such as compression. The key
idea of our approach is to perturb DC and AC compo-
nents discriminant in FFT domain, which achieves the
same purpose as crypto but is compatible with trans-
forms. Also, our approach has advantages due to its

1 
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Figure 7: Image perturbation on “Google brain” image.
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Figure 8: Private photos

simple, fast and effective implementation. In our so-
lution, applying a transformation on perturbed image
is equal to applying transformation on original image
plus applying transformation on virtual image (gener-
ated from perturbation). An example is shown in Fig.7.

4.2 Deep learning based techniques for protect-
ing image privacy This section provides a deep learn-
ing based technique to protect image privacy. Several
examples are shown in Fig.8. Photo privacy is a very
important problem in the digital age where photos are
commonly shared on social networking sites and mobile
devices. The main challenge in photo privacy detection
is how to generate discriminant features to accurately
detect privacy at risk photos. Existing photo privacy
detection works, which rely on low-level vision features,
are non-informative to the users regarding what privacy
information is leaked from their photos. In this section,
we propose a new framework called PrivacyCNH [15]
that utilizes hierarchical features which include both ob-
ject and convolutional features in a deep learning model
to detect privacy at risk photos. In particular, given
the joint deep learning structures V = {V 1, V 2, V 3, V 4}
and W = {W 1,W 2, · · · ,W 5}, the posterior probability
of privacy risk for an image i is:



Pr(yi = 1|Xi;V,W) =
1

1 + exp(−z) ,(4.4)

where

z = (V 4
k )Th4(Xi) + (W 6

` )T `5(Xi) + β,(4.5)

where V i and W j are the CNN network structure pa-
rameters with script i and j indicating the layer number,
k indexes the hidden unit in layer i, ` indexes the hidden
unit in layer j, hi and `j are the activation functions for
object CNN and low-level CNN respectively and β is
the biased scalar term.

The generation of object features enables our model
to better inform the users about the reason why a photo
has privacy risk. The combination of convolutional and
object features provide a richer model to understand
photo privacy from different aspects, thus improving
photo privacy detection accuracy. Experimental results
demonstrate that the proposed model outperforms the
state-of-the-art work and the standard convolutional
neural network (CNN) with convolutional features on
photo privacy detection tasks. Fig. 9 demonstrates the
pipeline of our method.

Lessons Learned. It is good to use CNN to
identify the privacy risks of images. However, we did
not consider too much information regarding the object
regions. As the next step work, we will leverage LSTM
to further improve the performance of our method.

5 Deep Learning on Mobile Devices

CNN model has been widely and successfully used in
many computer vision tasks, such as object detection,
fine-grained image classification, age estimation, etc.
The popularity of mobile phone brings the great conve-
nience to people’s life due to the existence of many prac-
tical and excellent apps. However, to run CNN models
(even in testing phrase) for a typical vision task is a
luxury for most devices due to the high computational
cost and limited memory space and power resources.
To accelerate CNN models is highly desirable to facil-
iate mobile vision applications that highly depends on
the performance of CNN models.

Our investigation on AlexNet indicates that not
only full-connected layers and convolution layers con-
sume a lot of time, but also some non-tensor layers (such
as Pooling layer and LRN layers) that do not contain
any high-order tensor-type weight parameter are also
time-consuming. However, current researches focus on
achieving fast speed and/or less storage by making low
rank approximation or parameter compression in full-
connected and convolution layers. Although helpful,

the acceleration and compression of non-tensor layers
are totally ignored.

To address this limitation, this paper [13] proposes
a unified framework to compress CNN models by dis-
membering non-tensor layers, to simultaneously accel-
erate the CNN model testing performance with neglect
performance degradation. With re-trained new network
parameters in “re-birth” layers, the functionality of non-
tensor layers are equivalently implemented in the new
merged layers with significant efficiently improvement.
The standard least square error is used to minimize
the error function in re-training process where the new
parameters are essentially the “quantized” old param-
eters (in some sense). The framework includes both
“streaminig merge” and “branch merge” that is able
to conduct fast computations easily adapted for cur-
rent mainstream CNN models and potential new CNN
pipelines. In the meantime, in order to run deep learn-
ing on mobile devices, we provide an “elastic” approach
to run deep learning in a distributed fashion (shown in
Fig.10).

Theoretical Analysis The convolution layer
transforms the input feature map X ∈ RM×N×K →
Y ∈ RM ′×N ′×K′ , i.e.

fconv : X 7→ Y,

Yi′j′k′ =

dk∑
i=1

dk∑
j=1

K∑
k=1

Wijkk′Xi+i′,j+j′,k

(1 ≤ k′ ≤ K ′)(5.6)

where K,K ′ are the number of feature map channels,
and M,N ;M ′, N ′ are the size of the images, which
is actually regular linear convolution by a filter bank,
dk×dk is the kernel size and feature map Y is essentially
the sum of inner product by traversing along different
locations with dk × dk kernel (e.g., dk = 3) and
the output response Y is obtained by enforcing linear
transformation W on feature map X.

The local response normalization (LRN) layer per-
forms “lateral inhibition” based on the fact that the
activated neurons will have impact on those neurons in
its local input regions. Therefore, it usually performs
normalizing over local input regions from RM×N×K →
RM×N×K′ , i.e.,

fLRN : X 7→ Y,

Yijk′ =
Xijk(

κ+ α
∑
k∈G(k′)X

2
ijk

)β ,(5.7)

where G(k) =
[
k − bρ2c, k + dρ2e

]
∩ {1, 2, . . . ,K} is a

group of ρ consecutive feature channels in the input
map. Clearly, if κ = 0, α = 1, β = 1, this gives `2



Figure 3: The proposed “joint” deep network architecture for privacy detection. It consists of two pipelines: (a) ob-
ject features learning pipeline (b) convolutional features learning pipeline. Given the image features in the input layer,
the object features learning pipeline processes the feature using h1(x), h2(x), h3(x), h4(x) and the network structure is
encoded as V1,V2,V3,V4, finally obtaining the photo privacy detection result in output layer; the convolutional fea-
tures learning pipeline processes the feature using ℓ1(x), ℓ2(x), ℓ3(x), ℓ4(x), ℓ5(x) and the network structure is encoded as
W1,W2,W3,W4,W5,W6, finally obtaining the photo privacy detection result in output layer. The hi(x), ℓj(x)(1 ≤ i ≤
4, 1 ≤ j ≤ 5) are activation functions.

goal is to develop a classifier to accurately detect privacy
risk of an unseen image sample f : x → y, where x denotes
an unseen photo.

In order to apply machine learning to solve photo privacy
risk detection problem, it is necessary to solve the follow-
ing problems: (1) How do we extract and represent privacy
related features from the photos? (2) How do we effectively
learn the relationship between the privacy risk and the above
privacy related features? (3) How do we build an automated
classifier with high accuracy? Our work offers a framework
that tackles these three problems in a principled way using
deep learning framework, and we will offer the details of our
solution in the following sections.

Data Set
Data collection for photo privacy is a challenging task. The
main factor is due to the fact that photos shared on a public
domain are usually shared with the general public, and pri-
vate photos are limited. Secondly, photo privacy is subjective
as discussed above, and it makes it challenging to automate
the data collection process. To alleviate the latter problem,
we use the dataset from (Zerr et al. 2012). This dataset was
labeled by 81 people in a variety of professions between the
age of 10 to 59. The participants were divided into six teams
and the participants in each team were asked to label a set of
photos as private, public, or undecided. There are a total of
37,535 photos in this dataset.

The dataset from (Zerr et al. 2012) is the only publicly
available dataset for photo privacy research at this time.
While many photo privacy researchers collect a small dataset
for research; they are typically not able to share their data

due to privacy concerns. In this work, we collected addi-
tional data to evaluate our algorithm. Our dataset consists
of 3000 private photos of driver licenses/ID Cards, legal
documents, pornographic photos, and group/family photos
downloaded from Flickr. We use public photos in (Zerr et al.
2012) as public photos in our dataset. Figure 2 shows sam-
ple photos of our dataset and public photos from (Zerr et al.
2012) dataset.

Privacy-CNH Framework
In this paper, we design a PCNH deep learning framework
to detect privacy at risk photos based on the CNN model.

Why Convolutional Neural Network?
The CNN pioneered by (LeCun et al. 1989) for optical char-
acter recognition is a workhorse for many computer vision
classification and detection tasks. Furthermore, (Krizhevsky,
Sutskever, and Hinton 2012) demonstrated on large scale
object classification with CNN successfully on GPUs, and
it has renewed interests in CNN from the computer vision
community. In recent years, there has been an ample amount
of deep learning papers in various areas such as face detec-
tion (Sun, Wang, and Tang 2013), object detection (Girshick
et al. 2013), pedestrian detection (Sermanet et al. 2013), hu-
man posture detection (Toshev and Szegedy 2013) and many
other areas. Moreover, CNN is able to learn filters without
the need of hand-engineering features in traditional machine
learning algorithms. Thus in this work, we propose to use a
CNN model to solve the photo privacy detection problem.

In comparison to previous works, we aim to develop a
photo privacy detection algorithm that leverages the usage
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Figure 9: CNN pipeline for privacy detection that consists of two pipelines: (a) object feature learning pipeline
(upper panel); (b) convolution feature learning pipeline (lower panel). hi(x), `j(x) are activation functions.
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Figure 10: Distributed deep learning on mobile devices
and cloud.

normalization. A batch normalization operation [5] is
usually applied to change the distributions of activations
to avoid “Internal covariate shift”.

To achieve the desired functionality with accelera-
tion, the idea is to find a mapping function F : X ∈
RM×N×K → Y ∈ RM ′′×N ′′×K′ such that it can get the
same feature map value Y i given the same input feature
map Xi for any image i. Recall that convolution oper-
ation can be viewed as enforcing linear transformation
W on the input feature maps in the fully connected lay-
ers, and therefore we aim to build a single convolution
operation (∗) that replaces several non-tensor layers by
setting a new optimization goal, i.e.,

∀i : Y i = Y iCOM; Y iCOM ' Ŵ ∗Xi + b̂;(5.8)

While the type and sequence of functions is usually
handcrafted, the parameters W and bias b can be
learned from our experiments for solving a least square
problem using SGD, i.e.,

(Ŵ ∗, b̂∗) = argminŴ ,b̂

∑
i

‖Y iCOM − (Ŵ ∗Xi + b̂)‖2,
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Figure 11: User segmentation examples based on time-
varying features.

6 User Profiling and Statistic Campaign
Analysis for Samsung Apps

In this section, we show our efforts towards improving
user engagement on Samsung Apps. Due to manage-
ment issues, this will be illustrated in detail somewhere
else. In this section I give a big picture of what have
done from research perspective.

Q1: How to measure different users similarity given
temporal data?

A1: We leverage pearson correlation, feature corre-
lation [12] and hashing to compute the similarity (for
big data). Fig.11 gives a brief illustration on segmenta-
tion [1] of temporal user behavior data.

Q2: How to measure market campaign effective-
ness?

A2: We leverage chi-square test, propensity-



adjusted regression model for casual inference.
Q3: How to build user profiling?
A3: We achieve this in this following steps:

• 1: User segmentation and targeting based on multiple
attributes: age, gender, device, geo, search, etc.

• 2: Audience look-alike model

• 3: Audience volume and performance forecasting

• 4: Hierarchical models and large scale optimization in
different landscapes.

For more details, please refer to the forthcoming work.

7 Conclusion

This paper presents our research efforts on mobile data
science, which provides a scientific approach to drive
innovations on different mobile applications. This work
also shows how to apply machine learning and optimiza-
tion techniques to solve the real-world challenging prob-
lem on mobile devices. The future works include build-
ing a more robust and intelligent mobile device echo-
system and delivery of more products driven from sci-
entific innovations.
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