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Roadmap
1. Measuring convergence and divergence

of reading behaviors among friends

• With Long T. Le [NewsKDD 2014]

2. A probabilistic model for using social
networks in personalized item recommendation

• With Allison Chaney and David Blei [RecSys 2015]
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Measuring Convergence and 
Divergence of Reading 

Behaviors Among Friends
with Long T. Le

Appeared in NewsKDD 2014 



Research Questions
• Input: Data from an online friendship network and its social 

reader* 
• [Q1] How can we effectively capture the similarities 

between the reading behaviors of a user and her friends 
over time? 

• [Q2] How can we effectively summarize such similarities 
across users? 
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* A reading application deployed on a social network 



Motivation
• Better understand the activities on a social reader
• Use this newly gained understanding to devise better 

algorithms that promote application engagement
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Challenges
• Heavy-tailed data

• Some users / articles are extremely popular versus others are not

• Sparse data
• Do not have enough observations for an article in a particular section

• A classic case of the “paradox of big data”
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A Popular Social Reader
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Our Data
• Friendship network (34GB) 

• 37.6M people
• 502M friendship links

• Articles read (35.7GB)
• 104M articles read 

from 2/2012 to 9/2012
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Articles, Topics, Sections
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[Q1] How can we effectively capture the similarities between 
the reading behaviors of a user and her friends over time? 

• Coverage
• The amount by which the first-

order Markov assumption holds 
between the reading behaviors 
of user u and her friends

• Divergence 
• The amount of inconsistency in 

the reading behaviors of user u 
and her friends across time
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• Averaging across the users is not a 
good approach
• Why? 

• Data is heavy-tailed and sparse

• Heavy-tailed
• Some users / articles are extremely 

popular versus others are not

• Articles in Arts & Entertainment are more 
popular than Science

• Sparsity
• Do not have observations to compute 

coverage and divergence based on an 
article in a particular section
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[Q2] How can we effectively summarize such 
similarities across users? 



Graph Representations
• Eleven sections of the “newspaper”

1. Recreation
2. Health
3. Family & Society
4. Science
5. Life & Style
6. Technology
7. Education
8. Business
9. Sports
10. A&E
11. News

• (User u + his friends) × Articles across all Sections
• (User u + his friends) × Articles in Section i
• (User u + his friends) × Topics across all Sections
• (User u + his friends) × Topics in Section i
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Coverage & Divergence in Reading Behavior
• Coverage in reading tie-strength across time for u & friends

where ti[u, k] = 1 when TS(u, k, ti) > 0

• Divergence in reading tie-strength across time for u & 
friends 
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for aggregating these values across a set of users. A naive
way of summarizing the coverage and divergence values is to
average them across all users. This naive method has two
limitations. It does not address (i) the fact that the degree
distribution (over friendships) is power-law with a heavy tail;
and (ii) the prominent data-sparsity issue whereby many
users have zero reading tie-strength with their friends. In
Section 2, we propose a method that addresses these limi-
tations by creating aggregate data structures, and by taking
advantage of the inherent taxonomy in articles (e.g., an ar-
ticle about football falls under sports).

Our contributions are threefold: (1) We introduce cov-
erage and divergence measures, which are based on reading
tie-strengths among users, to quantify similarities between
the reading habits of users. (2) We introduce a method that
e↵ectively summarizes the coverage and divergence measures
across users. (3) Our extensive empirical study on real-
world data from a large media company demonstrates that
some tie-strength functions (such as Common Neighbor) are
better suited for social news reading applications that others
(such as Jaccard Index or Adamic-Adar); and that operat-
ing at the topic-level (such as sports) is more e↵ective than
the article-level.

This paper is organized as follows: Section 2 (Proposed
Method), Section 3 (Experiments), Section 4 (RelatedWorks),
and Section 5 (Conclusions and Future Work).

2. PROPOSED METHOD
This section is divided into three parts: preliminaries, our

measures of coverage and divergence, and our summariza-
tion method.

2.1 Preliminaries
Articles have meta data. For each article, we know what

is its editor-assigned topic (e.g., football) and what is its
editor-assigned section (e.g., sports). In our real-world data
(see Section 3), we have 6,024 topics and 11 sections. Each
article is assigned to at least one topic; a topic is assigned
to only one section; and a section has many topics.

As discussed in Section 1, our measures of coverage and
divergence operate on bipartite graphs of user ⇥ articles,
where an edge e(u, a) indicates that user u read article a.
Since we are interested in quantifying similarities between
the reading behaviors of a particular user u and her friends,
our bipartite graphs are local. This means that the nodes
in our bipartite graph are u, her friends, and the collection
of articles read by them. Some of these bipartite graphs are
extremely sparse (with very few edges). In such cases, we
somewhat alleviate the sparsity of our graphs by restricting
the article nodes to articles on a particular topic. Alterna-
tively, we replace the article nodes by topic nodes; and have
bipartite graphs users ⇥ topics, where an edge e(u, c) indi-
cates that user u read any article on topic c. Thus, for our
real-world data with 11 sections, we generate 24 bipartite
graphs for each user u and each time period:

• G
1

: (user u & friends) ⇥ (articles read across all sections)

• G
2

-G
12

: (user u & friends) ⇥ (articles read in section s)

• G
13

: (user u & friends) ⇥ (topics read across all sections)

• G
14

-G
24

: (user u & friends) ⇥ (topics read in section s)

As we show in Section 3, the choice of the bipartite graph
a↵ects the coverage and divergence values. For instance, op-
erating at the topic-level (i.e., G

13

through G
24

) consistently

produces better performance (in terms of higher coverage
and lower divergence values) than operating at the article-
level (i.e., G

1

through G
12

). This is because the bipartite
graphs at the topic-level are less sparse than those at the
article-level.

2.2 Coverage and Divergence
Given a time period ti, we construct the aforementioned

bipartite graphs for each user u. We then give these bipar-
tite graphs to tie-strength functions to compute the reading
tie-strength TS between user u and her friends. In this
work, we study three tie-strength functions�namely, CN :
Common Neighbor; JI: Jaccard Index; and AA: Adamic-
Adar [1]. We selected these three TS functions based on
their popularity and our previous work in [6].
For a node u, we use �(u) to denote the set of articles

that u read. For an article P , we use |P | to denote the
number of people that read P . The formal definitions of tie-
strength measures used in our study are as follows. Com-

mon Neighbor (CN): The tie strength between u and v
is equal to the total number of articles that both u and v
read: TSCN (u, v) = |�(u) \ �(v)|. Jaccard Index (JI):
This tie-strength measure is a normalized version of CN,
where we normalize for the reading tendencies of u and
v: TSJI(u, v) = |�(u)\�(v)|

|�(u)[�(v)| . Adamic-Adar (AA): This
tie-strength measure increases as users u and v read more
common articles; and it discounts for very popular articles:
TSAA(u, v) =

P
P2�(u)\�(v)

1

log |P | .
Thus far, for all users u and for each time period ti, we

have built a set of bipartite graphs and have calculated the
tie strength between user u and her friends. Next, we present
the formal definitions of coverage and divergence. For this
discussion, let TS(u, k, ti) denote the tie strength between
u and her kth friend during time period ti.
Coverage computes the normalized tie-strength between

user u and her friends at time ti+1

assuming that they had
a positive tie-strength at time ti (see Equation 1). If a tie-
strength function generates high coverage values, then it is
considered an e↵ective function for capturing reading habits
in a social reader over time. We formally define coverage as
follows:

Cov(u, ti, ti+1

) =

Pnu
k=1

ti[u, k]⇥ TS(u, k, ti+1

)

Pnu
k=1

TS(u, k, ti+1

)

(1)

where nu = number of u’s friends; and ti[u, k] = 1 when
TS(u, k, ti) > 0. Our coverage formula captures the mag-
nitude of tie strength between u and her kth friend at time
ti+1

given that they had a positive tie-strength at time ti.
We also tried other coverage formulas such as capturing the
minimum tie-strength across ti and ti+1

. They underper-
formed compared to the coverage formula in Equation 1.
For brevity, we have omitted them.
Divergence computes the amount of inconsistency in the

reading tie-strength between time periods by using the nor-
malized Canberra distance (see Equation 2). Canberra dis-
tance is sensitive to small changes near zero, and it normal-
izes the absolute di↵erence of the individual comparisons. If
a tie-strength function generates low divergence values, then
it is considered an e↵ective function for tracking the reading
habits in a social reader.

Div(u, ti, ti+1

) =

1

nu

nuX

k=1

|TS(u, k, ti)� TS(u, k, ti+1

)|
|TS(u, k, ti)|+ |TS(u, k, ti+1

)|
(2)

There is an inherent trade-o↵ between coverage and diver-
gence. The higher the coverage, the lower the divergence;
and vice versa. We use the harmonic mean H of coverage
and one minus divergence to summarize coverage and diver-
gence into one measure (see Equation 3).

H(Cov, (1�Div)) =
2⇥ Cov ⇥ (1�Div)

Cov + (1�Div)
(3)

2.3 Method for Summarizing Coverage and
Divergence Across Users

Now that we have coverage and divergence values for all
users, we need a method for summarizing them across users.
As discussed earlier, merely averaging across the users is not
a good approach since our data is heavy-tailed and sparse.
A better way of summarizing coverage and divergence is to
compute them for a super user instead of individual users.
Our procedure is as follows. For each bipartite graph rep-
resentation (see Section 2.1) and for each user u, we have a
tie-strength table whose rows are the friends of u and whose
columns are the tie strengths between u and her friends for
various time periods. We create a tie-strength table for a su-
per user by concatenating the tie-strength tables of all users.
The rows in the super user’s tie-strength table are friendship
pairs. The columns are the tie strengths of each friendship
pair for di↵erent time periods. The super user’s tie-strength
table is less sparse than any individual tie-strength table be-
cause the number of rows in the former is much larger than
the latter, while the number of columns is the same. Addi-
tionally, by computing the coverage and divergence values
on the super user’s tie-strength table, we di↵erentiate be-
tween more popular and less popular users, whereby the
more popular users get more weight in coverage and diver-
gence computations.

Like people, some sections are more popular than oth-
ers. For example, Arts & Entertainment is more popular
than Science. We use the same procedure as above to ad-
dress this issue. In particular, we concatenate the super-user
tie-strength tables from various sections and create a great
table. The rows in this great table are friendship pairs for a
given section (i.e., a triple hu, friend of u, section si) and the
columns are the tie strengths of each triple for various time
periods. This great table is less sparse than each section’s
super-user tie-strength table. Also, the computation of con-
vergence and divergence on the great table’s tie-strength val-
ues gives more weight to more popular sections.

As discussed earlier, our bipartite graphs are sparse (espe-
cially the ones whose article nodes represent articles-read in
a particular section). To alleviate this sparsity, we utilize the
bipartite graphs whose article nodes are articles-read across
all sections. Specifically, if we do not have observations (i.e.,
article-reads) to compute coverage and divergence based on
an article in a particular section, we grab the observations
from the articles across all sections. The computation here
will be at a coarser level and will produce a higher coverage
at the expense of lower divergence values; but they allow us
to compute coverage and divergence for everyone.

3. EXPERIMENTS
Data Description. Our data (from a large media com-

pany) contains three sets of information: (1) an anonymized
social network with 37M users and 502M friendships; (2) a
reading trace containing 104M records that capture read-
ing activity across seven months; (3) category designations
by editors, who categorize articles into 11 di↵erent sections:
Arts & Entertainment, Business, Education, Family & Soci-
ety, Health, Life & Style, News, Recreation, Science, Sports,
and Technology. Each section is divided into a set of top-
ics. There are a total of 6,024 topics. Similar articles are
grouped into a topic; and similar topics are grouped into a
section. As expected, the degree distribution of the social
network is power-law with a heavy tail (e.g., one user has
approximately 5K friends). Also, as expected, the distribu-
tion over the number of articles-read is power-law with a
heavy tail (e.g., one user read 18.1K articles over the span
of 7 months). For brevity, we omit the plots for these distri-
butions. Figure 1 depicts the distribution of topics, articles,
and readings in each section. The News section has the high-
est number of topics and articles; the Arts & Entertainment
section has the highest number of readings.
Like all real-world data, our data is noisy. For brevity,

we omit the description of our data cleaning. Our results
are based on a set of 1,829 most active readers, who have at
least 20 friends. We divide the timeline into 6 periods, with
equal number of articles read in each time period.
Results. For brevity, we only show two of our results.

Figure 2(a) depicts the summary of various harmonic means
of coverage and 1�divergence, with di↵erent bipartite-graph
representations. The topic level (i.e., bipartite graphs of
users⇥ topics, where an edge represents a user reading any
article in a topic) produces better performance in terms of
(higher) harmonic means than the article level (i.e., bipartite
graphs of users⇥ articles, where an edge represents a user
reading a particular article). Common Neighbor (CN) has
the highest harmonic mean in both the article- and topic-
level. Figures 2(b) and (c) plot coverage and divergence
of Common Neighbor across time periods, with di↵erent
bipartite-graph representations. Similar to Figure 2(a), we
observe that bipartite graphs at the topic level (such as top-
ics in a particular section) have higher coverage and lower
divergence than the bipartite graphs at the article level.
Discussion. Common Neighbor has better performance,

in terms of coverage and divergence, than Jaccard Index and
Adamic-Adar. Common Neighbor is a computationally e�-
cient tie-strength function; and it is intuitive. Representing
social reading activity at the topic level (i.e., users⇥ topics)
yields better results than at the article level (i.e., users ⇥
articles). Capturing divergence is a harder task than cap-
turing coverage.

4. RELATED WORK
To the best of our knowledge, no one has used tie-strength

functions to define coverage and divergence measures in a
social reader for the task of quantifying similarities between
users’ reading habits. Some related literature include work
on social influence in various online advertising domains [8,
2, 9, 3]. In social readers, we expect social influence to play
a big role in whether a user reads an article. Of course, other
factors such as how prolific of a reader the user is or how
popular the article is also play important roles.

nu = # of u’s friends



Summarizing Coverage & Divergence 
Values Across All users
• Dealing with heavy-tailed data

• More popular users should get more weight 
• More popular articles should get more weight 

• Solution
• Compute coverage and divergence on a big table

• Rows = friendship pairs for a given section 
(i.e., a triple ⟨u, friend of u, section s⟩)

• Columns = tie strengths of each triple 
at different time periods
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Summarizing Coverage & Divergence 
Values Across All users
• Dealing with sparsity in data

• Utilize bipartite graphs whose article nodes 
are articles-read across all sections

• Computation at a coarser level 

• Will produce a higher coverage and 
lower divergence values

• But they allow us to compute coverage 
and divergence for everyone
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Tie-strength Measures
• Common neighbor (CN)

• # of common articles that both u and v read

• Jaccard Index (JI)
• Similar to CN

• Normalizes for how “social” u and v are

• Adamic-Adar (AA):
• Tie strength increases as # of common (read) articles increases

• Tie strength for a common (read) article is 1 over log of the # of 
individuals who read that article

16

Mangesh Gupte, Tina Eliassi-Rad: Measuring tie strength in implicit social networks.
WebSci 2012: 109-118



CN is Better Than JI and AA in capturing 
Coverage and Divergence
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Figure 1: Distributions of topics/articles/readings in
each section. (a) and (b) show that News has the

highest number of topics and articles; but (c) shows

that most of articles read (on the social reader) are

in Arts & Entertainment.
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Figure 2: (Best viewed in color) Various perfor-

mance measures with di↵erent bipartite graph rep-

resentations. Bipartite graphs at the topic level (i.e.,

users ⇥ topics) yield better performance in terms of

both coverage and divergence than those at the ar-

ticle level (i.e., users⇥ articles). CN has higher har-

monic means than JI and AA.

Better !(#$%, 1 − )*%) = 2#$%(1 − )*%)
#$% + (1 − )*%)	

	



Topic Level Better Than Article Level
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(c) Distribution of readings in each section

Figure 1: Distributions for the topics/articles/reads
in each section. (a) and (b) show that News has

the highest number of channels and articles; but (c)

shows that most of articles read on the Social Reader

are in Arts & Entertainment.
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(b) Coverage of Common Neighbor Over Time
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(c) Divergence of Common Neighbor Over Time

Figure 2: (Best viewed in color) Various perfor-

mance measures with di↵erent bipartite graph rep-

resentations. Bipartite graphs at the topic level (i.e.,

users ⇥ topics) yield better performance in terms of

both coverage and divergence than those at the ar-

ticle level (i.e., users⇥ articles). CN has higher har-

monic means than JI and AA. FD has the highest

harmonic mean because of its high coverage; but

its divergence is also high. We recommend CN for

social-reader tasks because it has the best (i.e., low-

est) divergence values compared to FD, JI, and AA.

CN has the second best (i.e., second highest) con-

vergence values (after FD).
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(c) Distribution of readings in each section

Figure 1: Distributions for the topics/articles/reads
in each section. (a) and (b) show that News has

the highest number of channels and articles; but (c)

shows that most of articles read on the Social Reader

are in Arts & Entertainment.
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(b) Coverage of Common Neighbor Over Time
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(c) Divergence of Common Neighbor Over Time

Figure 2: (Best viewed in color) Various perfor-

mance measures with di↵erent bipartite graph rep-

resentations. Bipartite graphs at the topic level (i.e.,

users ⇥ topics) yield better performance in terms of

both coverage and divergence than those at the ar-

ticle level (i.e., users⇥ articles). CN has higher har-

monic means than JI and AA. FD has the highest

harmonic mean because of its high coverage; but

its divergence is also high. We recommend CN for

social-reader tasks because it has the best (i.e., low-

est) divergence values compared to FD, JI, and AA.

CN has the second best (i.e., second highest) con-

vergence values (after FD).
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Testing Socialness of Social Reader
• Test multiple social theories via Exponential Random Graph 

Models (ERGMs) in a longitudinal study and in a cross-
sectional study

19

(a) Preferential Attachment; (b) & (c) Social Influence and 
Contagion Theories; (d) & (e) Cognitive Consistency and 

Balance Theories; (f) Individual Reading Tendency

(a) (b) (c)

(d) (e) (f)

Exponential Random Graph Models

• Exponential family distribution over networks

�

Observed network adjacency matrix

Binary indicator for edge (i,j)

Features

• Properties of the network considered important

• Independence assumptions

Parameters to be learned

Normalizing constant:

yij

p(Y = y|�) =
1
Z

e�T⇥(y)

�(y)

y

�

y

e�T⇥(y)Z

With Mengxiao Zhu (ETS Research)



Social Reader Analysis: Summary
• A case-study on reading activities on the WaPo Social Reader
• How can we effectively capture the similarities between the reading 

behaviors of a user and her friends over time?
• Coverage: amount by which the first-order Markov assumption holds 

between reading behaviors of user u and her friends
• Divergence: amount of inconsistency in their reading tie-strength 

across time
• How can we effectively summarize such similarities across users?

• Compute coverage & divergence on ⟨u, friend of u, section s⟩ triples 
across time; and use the taxonomy over articles

• Take-away points from the experiments:

• Common neighbor is better than Jaccard Index and Adamic-Adar in 
this application (concurs with Gupte & Eliassi-Rad [WebSci'12])

• Operate at the coarser topic level

20
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A Probabilistic Model for Using 
Social Networks in Personalized 

Item Recommendation 
with Allison Chaney and David Blei

Appeared in RecSys 2015 



Personalized Item Recommendation
22

Personalized Item Recommendation

East of Eden

Winter’s Tale

Anna Karenina

???



Matrix FactorizationMatrix Factorization

≈

latent user preferences
latent item attributes

# items

# 
us

er
s

K

K
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Including Social NetworksIncluding Social Networks

?

24



Including Social Networks
• Matches our intuition

• Introduces explainable serendipity 

• Improves performance

• Helps us learn about the social network

25



An Example Etsy User
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An Example Etsy User



An Example Etsy User
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An Example Etsy User

Edge = user u clicked on item i



An Example Etsy User
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An Example Etsy User



An Example Etsy User
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An Example Etsy User



An Example Etsy User
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An Example Etsy User



An Example Etsy User
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An Example Etsy User



An Example Etsy User
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An Example Etsy User



Overview
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item attributes
user preferences

learned parameters

user influence

recommendations

ratings

network

observed data

model assumptions

inference 
algorithm



Matrix Factorization
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Matrix Factorization!"#	~	Poisson(,"-.#)	
	



Social Poisson Factorization
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Social Poisson Factorization



Item Attributes
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Item attributes
�ik ⇠ Gamma(a� , b�)



User Preferences
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User preferences
✓uk ⇠ Gamma(a✓, b✓)



User Influence
38

User influence
⌧uv ⇠ Gamma(a⌧ , b⌧ )



Hyperparameters
39

µ = {a, b}
Hyperparameters shape

rate



Ratings
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Ratings
rui | r�u,i ⇠ Poisson

0

@✓>u �i +

X

v2N(u)

⌧uvrvi

1

A



Ratings
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Ratings
rui | r�u,i ⇠ Poisson

0

@✓>u �i +

X

v2N(u)

⌧uvrvi

1

A



Posterior Inference

How do we go from a generative model 
to finding the values of the variables 

that best fit our data? 

42



Posterior Distribution
43



Mean Field Variational Inference
44

Mean Field Variational Inference

intractable posterior



Mean Field Variational Inference
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Mean Field Variational Inference

easy to compute 
approximation intractable posterior



Recommendation
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Recommendation

E[rui] = E[✓u]
>E[�i] +

X

v2N(u)

E[⌧uv]rvi



Data
47

Data

etsy.com and librec.net/datasets.html 

source # users # items % ratings % edges

Ciao 7,000 98,000 0.038% 0.103%

Epinions 39,000 131,000 0.012% 0.011%

Flixster 132,000 42,000 0.122% 0.006%

Douban 129,000 57,000 0.221% 0.016%

Social Reader 122,000 6,000 0.065% 0.001%

Etsy 40,000 5,202,000 0.009% 0.300%

etsy.com and librec.net/datasets.html



Comparison Approaches 

librec.net

48

SoRec Ma et al., SoRec: Social Recommendation Using Probabilistic 
Matrix Factorization, SIGIR 2008. 

RSTE Ma et al., Learning to Recommend with Social Trust Ensemble, 
SIGIR 2009.

SocialMF Jamali and Ester, A Matrix Factorization Technique with Trust 
Propagation for Recommendation in Social Networks, RecSys
2010. 

TrustMF Yang et al., Social Collaborative Filtering by Trust, IJCAI 2013. 

TrustSVD Guo et al., TrustSVD: Collaborative Filtering with Both the Explicit 
and Implicit Influence of User Trust and of Item Ratings, AAAI 2015. 



Evaluation on Held-out Data
49

Evaluation on held-out data

CRR(user) =
NX

n=1

1[recn 2 H]

n
=

X

i2H

1

rank(i)

NCRR(user) =
CRR(user)

ideal CRR(user)



Results
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Results
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Social Poisson Factorization: Summary
• Performs better than comparison models 

• Is interpretable and has explainable serendipity 

• Scales well to large data 

• Source code available at ajbc.io/spf
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Open Issues to be Addressed
• Topical influence

• Include timestamps on users’ behavior

• A/B testing

• Explore biases in data and how to correct for them 
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Roadmap
1. Measuring convergence and divergence

of reading behaviors among friends

• With Long T. Le [NewsKDD 2014]

2. A probabilistic model for using social
networks in personalized item recommendation

• With Allison Chaney and David Blei [RecSys 2015]
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Thank You
• Papers at http://eliassi.org/pubs.html

• Contact me at tina@eliassi.org

• Supported by NSF, DTRA, 
DARPA, LLNL, and WaPo Labs
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